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Development of a model for urban heat island prediction using neural network techniques
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ABSTRACT: The  urban  heat  island  (UHI)  phenomenon  is  mainly caused by  the  differences  in  the  thermal  structure  between  urban  and  rural  environments that are associated with thermal properties of urban  materials, urban  geometry,  air pollution, and  the  anthropogenic  heat  released by urban  activities. The UHI has a serious impact on the energy consumption of buildings, increases smog production, while contributing to an increasing emission of pollutants from power plants, including sulfur dioxide, carbon monoxide, nitrous oxides and suspended particulates.



This study presents the applicability of an artificial neural networks (ANNs) and learning paradigms for urban heat island (UHI) intensity prediction in Athens, Greece. The proposed model is constructed with Elman neural network, Feed-Forward neural network and Cascade neural network. The data of  time, ambient temperature and global solar radiation are used to train and test the different models. 
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NOMENCLATURE

1. INTRODUCTION 


Artiﬁcial neural networks (ANNs) have been used in a number of prediction studies that involve atmospheric time series data. Yi and Prybutok [1] predicted daily maximum ozone levels in Texas metropolitan areas with a standard three-layer ANN model with nine inputs and four hidden nodes and found it to be superior to statistical methods. A three-layer ANN model with 17 inputs was developed by Jiang [2] to predict the air pollution levels of cities in China. Inputs to the models were not site-speciﬁc, allowing the model to be applied to a number of locations across China. Air temperature, wind speed, and relative humidity in Saskatchewan, Canada were predicted 24 h in advance by ANN models developed and applied by Maqsood [3]. They found that combining the outputs of a standard feed-forward ANN, a recurrent ANN, a radial basis function network, and a Hopﬁeld network into a simple “winner-take-all” ensemble led to more accurate predictions of wind speed, relative humidity, and air temperature than any of the individual component networks. Ruano [4] used a multi-objective genetic algorithm to develop a radial basis function ANN model for the prediction of air temperature in a secondary school building in Portugal. Air-conditioning control scheme simulations indicated that temperatures could be more consistently managed and that air conditioner run times could be reduced using an ANN model. Tasadduq [5] used a back propagation ANN with batch learning scheme for 24 hours prediction in ambient temperature on a coastal location in Saudi Arabia. They found that temperature can be predicted even with only one input with good accuracy. 

Moreover a number of urban heat island prediction studies are based in the ANN technology [6]. Mihalakakou [7] developed a neural network architecture  to predict urban heat Island intensity in Athens, Greece, during the day and night period where the maximum temperature difference is extracted. 

The present paper structured in three more sections, presents an effort to estimate the UHI effect in Athens using ANN and compare the prediction results with measured data. Section 2 provides the description of the region and the experimental sites. Section 3 analyse selection and configuration of ANN while Section 4 includes the experimental results and discussion. Finally, Section 5 summarises the conclusions. 
The work described in this paper has been carried out in the framework of the EU supported project Bridge: sustainaBle uRban plannIng Decision support accountinG for urban mEtabolism.
2. EXPERIMENTAL SITE DECSRIPTION
In an effort to investigate the heat island effect in the area of Athens, the University of Athens has set up a network of meteorological stations. Focus is given on the western part of Athens where the municipality of Egaleo, which is the Greek case study area in the framework of Bridge project, is located. In total 20 stations have been placed in 20 municipalities of Athens, including the reference station (Table 1). The meteorological stations have been placed on the Municipality Building and are north oriented, shaded and ventilated. Each meteorological Station contains a data logger (Tiny Tag data loggers) that measures air temperature every 15min.
Table 1: The location of the 20 meteo stations

	i
	Municipality
	LATITUDE
	LONGITUDE

	1
	Ag. Paraskevi
	 38o 0'50''
	 23o 49'28''

	2
	N. Erythraia
	 38° 5'24"
	 23°49'9"

	3
	Maroussi
	 38° 3'10"
	 23°48'30"

	4
	Egaleo
	 37°59'50"
	 23°40'5"

	5
	Korydalos
	 37°58'45"
	 23°38'33"

	6
	Haidari
	 38° 0'45"
	 23°39'35"

	7
	Ag. Barbara
	 37°59'22"
	 23°39'37"

	8
	Peristeri
	 38° 0'47"
	 23°41'43"

	9
	Kamatero
	 38° 3'35"
	 23°42'50"

	10
	Zefyri
	 38° 4'7"
	 23°43'4"

	11
	Ano Liosia
	 38° 4'48"
	 23°42'16"

	12
	Ag. Ioannis Rentis
	 37°57'46"
	 23°40'28"

	13
	Nea Philadelfia
	 38° 2'7"
	 23°44'18"

	14
	Kaissariani
	 37°58'8"
	 23°45'41"

	15
	Vyronas
	 37°57'24"
	 23°45'44"

	16
	Ilioupoli
	 37°55'58"
	 23°45'29"

	17
	Glyfada
	 37°51'58"
	 23°44'51"

	18
	Elliniko
	 37°53'28"
	 23°44'50"

	19
	Kallithea
	 37°57'29"
	 23°42'14"

	20
	Moschato
	 37°57'14"
	 23°40'54"


In addition other meteorological data (e.g solar radiation) have been collected from the National Observatory of Athens located at Thission, Athens (N( 37° 58', Ε( 23° 43'). The duration of the experimental period started on April 2009. For the purpose of the present analysis 1 year data from the stations  (from April 2009 until May 2010) are used.
3. Application of ANN for Urban heat island intensity

3.1 Data sets
The measured and collected data have been used as input in order to develop the ANN model. 

Input parameters for the neural network are as follows: i) Date, the date is converted into the numbers of  days from the 01 January for the  specific year ii) Time, the time is converted into minutes of the day (0 – 1380 min),  iii) ambient temperature (oC) and iv) global solar radiation (W/m2).

Neural networks generally provide improved performance with the normalised data. The use of original data as the input to the neural network may cause a convergence problem. All of the temperature data sets were, therefore, transformed into values between  -1 and 1 by dividing the difference between the actual and minimum values by the difference between the maximum and minimum values. The main goal of normalisation, in combination with weight initialisation, is to allow the squashed activity function to work at least at the beginning of the learning phase. Thus, the gradient, which is a function of the derivative of the non-linearity, will always be different from zero. At the end of each

algorithm, the outputs were demoralised into the original data format for achieving the desired result.

3.2 Description of networks architecture


The estimation or prediction problem using neural network models can be separated into three steps or sub problems: designing the neural network architecture, conducting the learning or training process, and testing.


In our study we chose three different neural networks, i) Cascade, ii) Elman       iii) Feed-Forward, witch are different types of back propagation network. First we select one experimental site (Koridalos) to investigate the optimal training function, transfer function, right number of hidden layers and neurons for each different neural network. The neural network architecture consisted of one to three hidden layers of 20-40 neurons, followed by an output layer of one neuron.  For all three neural networks we investigate the optimal training function for our experiment from the following: Levenberg-Marquardt, Scaled conjugate gradient, BFGS quasi-Newton, gradient descent, gradient descent with momentum and adaptive learning rate, resilient  back propagation training  function.  Each neural network was trained with all the above training functions for 2 datasets, one for one and twenty fours hours prediction horizon. As well as the optimization for the various training parameters for each individual training function. Best results for the Cascade neural network we had with Levenberg-Marquardt as training function, for Elman with gradient descent with momentum and adaptive learning rate  and finally for Feed-Forward with scaled conjugate gradient.  

Next we compare the results from the three neural networks, for both data sets, to examine which has more accurate prediction. We chose the best results for each neural network. In Fig. 1 and Fig. 2, we can observe, the results from the first and second data set (1 and 24 hour prediction horizon) that the best neural network is Elman followed by Cascade and Feed-Forward. We use percentage error to calculate the difference between the measured and predicted temperature.  The mean value and the standard deviation (MVSD) of the percentage error (STPE) of each neural networks for one hour prediction are as follows: Feed-Forward 2.8±2.2 %, Cascade 2.4±1.5 % and Elman 1.8±1.0 %. Another way to verify that Elman is the optimal network for our experiments is with the mean squared error of the difference between the measured and predicted temperature.
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Figure 1: 
Comparison between different ANN for one-hour prediction horizon
[image: image2.jpg]Prediced Temperature (°C)

Feed-Forward Cascade Elman
E
¥
RZ=0851 + 4
4
E1S +
A
Y
3 i (28
+ o
¥ 4} L
+ +
+y
LT
2t T 1
N
5 * e
+ LA
ES 4 e
et +
+ e
+, g
-1 AR
+ i
# +
4 Py
+
®| o +
o
T
i
+ oy
+ i
- ¥ Bie
+
a
e
v A
T
2L # +
A
0 I I I ) o | . I | 20 | | I |
k] E3 0 E3 il 20 % 0 E3 0 0 % 0 E3 0

Measured Ternperature (°C)

Measured Ternperature (°C)

Measured Termperature (°C)




Figure 2: 
Comparison between different ANN for 24-hour prediction horizon

The  mean squared error (MSE)  of the three neural networks is as follows: Feed-Forward 1.12, Cascade 0.65 and Elman 0.35. Results for 24 hour prediction: Feed-Forward 2.0±1.9 %, Cascade 1.3±1.2 % and Elman 0.8±0.5 %  with  MSE Feed-Forward 0.93, Cascade 0.79 and Elman 0.32. As a result from our preliminary experiments decided to keep only Elman ANN for testing the remaining locations.
4. Results and discussion

Training and verification of the ANN was performed using the data from 100 continuous days from 06/04/2009 to 15/07/2009 for each individual experimental site. The data were feed into the ANN as blocks of 24 values corresponding to each hour of the day. The neural network had a training period of 40-60 days. The renaming data were used to verify the quality of network and adaptation of the neural network to the new data.

In the experimental result analysis, isothermal images are used  to imprint the UHI intensity over Athens. Mapping of the region, we constructed using Google Earth for city plans, while isothermal lines are added by Surfer 8 software. For each day that the predicted temperatures from the ANN  are used to construct a set of four images. The first image into the set was the UHI intensity for the measured data, the second for one-hour prediction, the third for 24-hour prediction and forth for 48-hours prediction. Indicatively the isothermal images of the UHI intensity over Athens for two days are illustrated in Figs. 3-4. The ANN achieved the prediction of the maximum temperature for the day with a maximum error of 1 0C for one-hour, 1.6 0C for 24-hour and 1.9 0C 48-hour prediction horizon, as well as the locations with the maximum temperature.
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Figure 3: 
The UHI in Athens during  01/07/200
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Figure 4: 
The UHI in Athens during  18/06/2009

5. CONCLUSION


Neural-network-based  models were developed and applied for predicting UHI intensity of Athens. The experimental results show that the ANN achieved good all day temperature predictions as well as maximum temperature of the day. Also those results were calculated with minimum amount of data of 30-40 days and easy acquired data, ambient temperature and global solar radiation of the region .
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